Chapter 9
Data Structures

*1. Consider the following tree

Fig. 9.1
If the post order traversal givesa b - < 4 * s then the label of the nodes 1, 2, 3,
will be _
[ﬂj * T *- = .Si L ':l"' {I'.I-]-E!. T b- oy Lo *r d
l:':} = ]:i o Ij-! T ‘r + td} ~r a, bl + +.l C, d

*2. Consider the following tree.
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If this tree is used for sorting, then a new number 8 should be placed as the
{a} left child of the node labeled 20 (b} right child of the node labeled =
{c)} right child of the node labeled 30 (d) left child of the node labeled 10

The initial configuration of a quene is a, b, ¢, d, ("a" is in the front end). To get the
configuration d, ¢, &, a, one needs a minimam of

{a) 2 deletions and 3 additions (b} 3 deletions and 2 additions
{c) 3 deletions and 3 additions (d) 3 deletions and 4 additions
The number of possible ordered trees with 3 nodes &, B, C is

(a) 16 by 12 (c) 6 (dy 10

The number of swappings needed o sort the numbers £, 22, 7, %, 31, 1%, 5, 13
in ascending order, using bubble sort is

(a) 11 (by 12 {c) 13 (dy 14

Given two sorted list of size ‘'m’ and *n’ respectively. The number of compansons needed in
the worst case by the merge sort algorithm will be

{a) mxn iby maximum of m, n
{c) minimum of m. n {dy m+n-1
If the sequence of operations - push {1}, push(2), pop, pushi{l},

push{2}, pop. pop., pop. pushill, pop, areperformed ona ":' 87
stack, the sequence of popped out values are 2 51
(a) 2, 2, 1, 1, 2 ' by 2, 2, 1, 2, 2 3 54 |
() 2, 1, 2, 2., 1 ) z, 1, 2, 2, 2 ; s2
A hash table with 10 buckets with one slot per bucket is depicted in Fig. 93. 6 s5 |
The symbols, §1 to $7 are initially entered using a hashing function with linear 7
probing. The maximum number of comparisons needed in searching an item 9 a3
that is not present is e
Fig. 9.3

fah 4 (b} 5 c) 6 (d) 3

A binary tree in which every non-leaf node has non-empty left and right subtrees is called a
strictly binary tree. Such a tree with 10 leaves

(a) canmol have more than 1Y nodes (b} has exactly 19 nodes

ic) has exactly 17 nodes {d) cannot have more than 17 nodes
The depth of a complete binary tree with ‘n’ nodes is {log is to the base two)

{a) login+l) - 1 {b) logini

c) loegin-1) + 1 {d) login) + 1

Preorder 1s same as

ia) depth-first order ib} breadth-first order

ic) topological order (d) linear order

Which of the following traversal techniques lists the nodes of a binary search tree in ascend-
ing order?
ia) Post-order b} In-order {¢) Pre-order id) None of the above



*11

*14.

*15.

16.

*17.

*18.

*19,

*20.

Z1.

Diata Structures 5

The average successful scarch time taken by binary search on a sorted array of 10 items is
{a) 2.6 by 2.7 {c) 2.8 (dy 2.9
A hash function £ defined as £ [key) = key mod 7, with linear probing, is used to insert

the keys 17, 38, 72, 48, 98, 11, 56, intoatable indexed from O to 6. What will
be the location of key 117

ia) 3 by 4 {c) 5 {d) 6
The average successful search time for sequential search on "n’ items is
(@ n/2 by (n-13/2 {c) (n+d)/ 2 (dy log in)+ 1

The running time of an algorthm T(n), where ‘n’ is the input size is given by
Tin} = BTin/2) + gn, if n > |

pifn=1
where p, g are constants. The order of this algorithm is
{a) n° (b) n° {c) n* (dy n

Let m, n be positive integers. Define (Q{m.n) as
Qim,n)=0,ifm<n
Qim-n,n}+p ifmzn
Then Q(m, 3) is (a div b, gives the quotient when a is divided by b)
{a) a constant (b) p=(m mod 3) ic) pximdiv 3) (d) 3xp

Six files F1,F2,F3,74,F5 and F5 have 100, 200, 50, 80, 120, 150 number of records
respectively. In what order should they be stored so as to optimize access time? Assume each
file is accessed with the same frequency.

(a) F3, F4, Fi, F&, 76, F2

(hy F2, F&, F5, Fl, F4, F3

(c} F1, F2, F3, F4, F5, F6

id) Ordering is immaterial as all files are accessed with the same frequency.

In Qn. 1%, the average access time will be

(a) 268 units i(h) 256 units ic) 293 units (d)y 210 units

An algorithm is made up of 2 modules M1 and M2, If order of M1 is f (n} and M2 s gi{n)
then the order of the algorthm is

{a) max(fin),gin)} (b) min{fin),glin}}

{c) £Ein} + gin) Wy fimy = agin)

The concept of order (Big () 1s important because
{a} it can be used to decide the best algorithm that solves a given problem

(b) it determines the maximum size of a problem that can be solved in a given svstem, in a
given amount of time

ic} it is the lower bound of the growth rate of the algorithm
id) none of the above
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The runming time Tin), where ‘n” is the mput size of a recursive algorithm 15 given as
follows,

Tiny=c + Tin = 1), ifn > 1

d.ifn= 1
The order of this algorithm is
{a) n* (b) n (c) o’ (d) o

There are 4 different algonthms A1, 42, A3, A4 to solve a given problem with the order
login}, logl{logint), nlogin).n/logi{n} respectively. Which is the best algo-
rithm?

(a) Al by A2 {c) A4 )y A3
The number of possible binary trees with 3 nodes is
{a) 12 (k) 13 {c) 5 d) 15
The number of possible binary trees with 4 nodes is
(a) 12 (k) 13 (c) 14 {d} 15

The time complexity of an algorithm Tin), where n is the input size is given by
Tin)=Tin- 1)+ Un, ifn> ]

1, otherwise
The order of this algorithm is
(a) log n (b} n c) n’ {dy n"
Sorting is useful for
(a) report generation {b) minimizing the storage needed
(c) making searching easier and efficient {c) responding to gueries casily

Choose the correct statements.

(a) Internal sorting is used if the number of items to be sorted is very large.

ib) External sorting is used if the number of items to be sorted is very large.

(¢} External sorting needs auxiliary storage.

id) Internal sorting needs auxiliary storage. -

A sorting technigue that guarantees, that records with the same primary key occurs in the
same order in the sored list ag in the original unsorted list 1s said to be

(a) stable (b)Y consisient ic) external (dy linear

A text is made up of the characters a, b, o, d. e each occurring with the probability .12, .4,
15, 08 and .25 respectively. The optimal coding technigue will have the average length of

(a) 2.15 (b} 3.01 ) 2.3 idy 178
Inn the previous question, which of the following characters will have codes of length 37
{a) Only c (b) Only b fc) band c (d) Only d

The running time of an algorithm is given by
Tn)=Tn-1)+Tin-2)-Tin=-3), ifn>3
n, otherwise.
The order of this algorithm is
(a) n (b) log n {c) n" {d) n?
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What should be the relation between T(l), Ti2) and T(3), so that Qn. 32, gives an algorithm
whose order is constant?

@ TH=TH=TH (b) T(1) + T(3) = 2T(2)

{c) T(1) - Ti3)=Ti2) idy T(l) + Ti2y = T(3)

The Ackermann’s function

{a) has quadratic tme complexity (b) has exponential time complexity
(c) can’t be solved iteratively (d) has logarithmic time complexity

The order of an algorithm that finds whether a given Boolean function of ‘n" varnables,
produces a 1 is

(da) constant (b linear (c) logarithmic (d) exponential

In evaluating the arithmetic expression 2 * 3 — (4 + 5), using stacks to evaloate its eguivalent
post-fix form, which of the following stack configuration is not possible?

—_——— —_—a pomee=d hmm el

@) (b) i | © o (d) i |
8| LS| B | L 2|
The way a card game player arranges his cards as he picks them up one by one, is an example
of

{a) bubble sort (b} selection sort (¢) insertion sort {d) merge sort

You want to check whether a given set of items 15 sorted. Which of the following sorting
methods will be the most efficient if it is already in sorted order?

{a} Bubble sort (b} Selection sort () Insertion sorl (d) Merge sort

The average number of comparizons performed by the merge sort algorithm, in Merging two
sorted lists of length 2 is

{a) B3 {b) &/5 {c) 1117 {d) 11/6

Which of the following sorting methods will be the best if number of swappings done, is the
only measure of efficiency?

(a) Bubble sort (b} Selection sort () Insertion sort (dy Quick sort
You are asked to sort 15 randomly generated numbers. You should prefer
{a) bubble sort (b) quick sort {c) merge sort id) heap sort

As part of the maintenance work, you are entrusted with the work of rearranging the library
books in a shelf in proper order, at the end of each day. The ideal choice will be

{a) bubble son (bl insertion sort (c) selection sori {d) heap sort

The maximum number of comparisons needed to sort 7 items using radix sort is (assume each
item is a 4 digit decimal number)

{a} 28O (b} 40 c) 47 (d) 3%

Which of the following algorithms exhibits the vnnatural behavior that. minimum nember of
comparizons are needed if the list to be sorted is in the reverse order and maximum number
of comparisons are needed if they are already in sorted order?

{a) Heap sort (b) Radix sort

{c) Binary insertion sort {d) There can’t be any such sorting method
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45, Which of the following sorting algorithm has the worst time complexity of nlogin)?

46,

{a) Heap sort {b) Quick sort (c) Insertion sort id) Selection sort
Which of the following sorting methods sorts a given set of iems that is already in sorted
order or in reverse sorted order with equal speed?

(a) Heap son ib) Quick sort i) Insertion sort () Selection sort
*47. Which of the foliowing algorithms solves the all-pair shortest path problem?

(a) Dijkstra’s algorithm (b} Floyd's algorithm

{c} Prim’s algorithm (d) Warshall's algorithm

*48. Consider the graph in Fig. 9.4,

*49,

*50.

The third row in the ransitive closure of the above 2
graph is
(a) 1.1.1 by 1,1,0 I

e} 1.0,0 (dy 0,1.1
The eccentricity of node labeled 5 in the graph in
Fig. 9.5 is |

{a) & (b} 7
c) & (d) 5
The center of the graph in Qn. 49 is the node labeled
(a) 1 (b) 2
(c) 3 (d) 4

Stack A has the entries 2, b, c (with a on top). Stack B
is empty. An entry popped out of stack A can be printed
immediately or pushed to stack B. An entry popped out of
stack B can only be printed. In this arrangement, which of

the following permutations of 2, b, c is not possible?
fa) b a ¢ Bk < a
(e) o a b d)a b

*52. In the previous problem, if the stack A has 4 entries, then the number of possible permutia-

53.

tions will he

{a) 24 by 12 ic) 21 (dy 14
The information about an array that is used in a program will be stored in
(a) symbol table (b activanon record (c) system table (d) dope vector -

Which of the following expressions accesses the (i,j)™ entry of a {(m x n) matrix stored in
column major form?

fa) n x (i-1} &+ i by m = (i=-1) + 1

e)m x (n-j) + 3 d)n x (m-1i} + 7

Sparse matrices have

{a) many zero entries (h) many non-zero entries

ic) higher dimension id) none of the above
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81. The posthix expression for the infix expression
A + B* [C+D} /J F + D*E I8
fal AB + CD « *F / D +« E*
(b) ABCD + *F / + DE* +
icl A*B + CD / F*DE +4
fd) A + *BCD / F*DE ++
*82. Which of the following statements is true?
I. As the number of entries in the hash table increases, the number of collisions increases.
II. Recursive programs are efficient.
HI. The worst time complexity of gquick sort is Oin’).
IV. Binary search implemented vsing a linked hist is efficient.
(a) 1 and Il (b) I and I11 (c) Iand IV (d) I and LT

*8). The number of binary trees with 3 nodes which when traversed in post-order gives the
sequence A, B, C 18

(a) 3 (b) 9 (c) 7 (d) 3
B4, The minimum number of colors needed to color a graph having n (>3) vertices and 2 edges is
{a) 4 (b) 3 (c) 2 (d) 1
8BS, Which of the following file organizations is preferred for secondary key processing?
{a) Indexed sequential file organization (b} Two-way linked list
{c) Inverted file organization (d) Sequential file organization

86. Mr. Fool designed a crazy language called STUPID that included the following features.
+ has precedence over /
/ has precedence over - (binary)
- (binary) has precedence over *
* and * {exponentiation} have the same precedence.
« and * associate from right o left
The rest of the mentioned operators associate from left to right. Choose the correct stack

priorities Mr. Fool should assignto «, *, 4, J respectively, for correctly converting an
arithmetic expression in infix form to the equivalent postfix form.

{a) 5.1,2,4 (b} 5,5, 2, 4 ey 1.1,2, 4 (d) 5.4, 3,1
87. The infix prionties of +, *, *, / could be

{a) 5.1,2.7 (b} 7.5, 2,1 ey 1.2,5,7 (dy 5,2, 2,4
88. Mr. Fool's STUPID language will evaluate the expression 2 = 2 0~ 1 * 410

(a) 256 b) 64 fc) 4" (d) 4"
89, The expression 1 * 2 + 3 * 4 + 5 * §& will be evaluated to

(a) 32% by 162" c) 49152 id) 173458

0. In a circularly linked list organization, insertion of a record involves the modification of
{a) no pointer (b} 1 pointer {c) 2 pointers (d) 3 pointers
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Stack is useful for implementing
{a) radix sort {b) breadth first search
{¢) recursion . {d) depth first search

To store details of an employee, a storage space of 100 characters is needed. A magnetic
tape with a density of 1000 characters per inch and an inter-record gap of 1 inch is used to
store information about all employees in the company. What should be the blocking factor

so that the wastage does not exceed one-third of the tape?

fa) 0.05 {h) 20 ey 10 fd) 0.1

A machine needs a minimum of 100 sec to sort 1000 names by guick sort. The minimum
time needed to sort 100 names will be approximately

ia) 50.2 sec ib) 6.7 sec fcy 72.7 sec id)y 11.2 sec

A machine took 200 sec to sort 200 names, vsing bubble sort. In 800 sec, it can approxi-
mately sort

(a)} 400 names {b) 800 names (e} 750 names (d) B0 names

The correct order of arrangement of the names Bradman, Lamb, May, Boon, Border,
Undcrwmd and Boycott, so that the quicksort algorithm makes the least number of com-
parisons 15

{a) Bradman, Border, Boon, Boyeott, May, Lamb, Underwood

(b} Bradman, Border, Bovcott, Boon, May, Underwond, Lamb

(€] Underwood, Border, Boon Boycott, May, Lamb, Bradman

{d) Bradman, May, Lamb, Border, Boon, Bovcott, Underwood

Which of the following 1% useful in traversing a given graph by breadth first search?

(a) Stack (h) Sel {c) List (d) Queue

Which of the following is useful in implementing quick sort?

{a) Stack (h) Set {c) List {d) Queune

Quene can be used to implement

(a) radix sort (b) quick sort () recursion {d) depth first search

The expression tree given in Fig, 9.10 evaluates 1o |, if

(a) 2a =-bande=0 (b)) a=-bande=1

il a =band e =10 dy a =bande=1

A hash function randomly distributes records one B
by one in a space that can hold x number of records. | u
The probability that the m™ record is the first record |
to result in collision is

(@) (%=1} (x=2)...(x~(m=2)}m=1} / x™" ;
(b) (%=13 (X=2).. (x~{m=1(m=1)f x™* -r“;
{c) (x=0) (x=2)...(x~(m-2))(m~1) / x" o
(d) (=13 (x=2). . (x=(m=1){m=1) / x™ Fig. 9.10

The process of accessing data stored in a tape is similar o manipulating data on a

{a) stack ik} gueue (c) list {d} heap

LE

o
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If the hashing function is the remainder on division, then clustering is more likely to occur
if the storage space is divided into 40 sectors rather than 41. This conclusion is

(a) more likely 1o be false . {(b) more likely to be true

c) 15 always false (d) none of the above

Unrestricted use of goto is harmful, because it

{a) makes debugging difficult

(b) increases the running ime of programs

(C) imcreases memory réquirement of programs

(d) results in the compiler generating longer machine code

The maximum degree of any vertex in a simple graph with n vertices is

{al n b} n=1 (c) n+l id) 2Zn=1

The recurrénce relation that arises in relation with the complexity of binary search is
(@) T(n) = Tin/2) + k, where k is a constant

ib) Tin) = 2Tin/2) + k, where k is a constant

(c) Tin) = T(n/2) + log(n)

(d) Tin) = T(n/2) + n

An item that is read as input can be either pushed to a stack and later popped and printed, or

printed directly. Which of the following will be the output if the input is the sequence of
items - 1,2,3,4,57

ay 2, 4, 5, 1, 2 by 3, 4, &5, 2,

€) 1, 5, 2, 3, 4 dy &5, 4, 2, 1, 2

Which of the following algorithm design technique is used in the quick sort algorithm?
(a) Dynamic programming i(b) Backtracking

(c) Divide and conguer (d) Greedy method

Linked lists are not suitable for implementing

(a) insertion sort {b) binary search

(e) radix sort (d) polynomial manipulation

Which one of the following statements is false?

(a) Optimal binary search tree construction can be performed efficiently using dynamic
programming.

{b} Breadth-first search cannot be used 1o find connected components of a graph.

(c) Given the prefix and postfix walks of a binary tree, the binary tree cannot be uniguely
reconstructed.

id} Depih-first search can be used to find the connected components of a graph.
The number of edges in a regular graph of degree d and » vertices is
(a) maximum of n, d (b} n+d ic) nd (d} ndf2
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Consider the following two functions.
finy =, if 02 n < 10,000
n*. otherwise
giRt=n 0= < 1
' +5n, otherwise
Which of the following isfare true?
(a) fin}is O(') (b} gln) is Hn')
{c) CNfim)) is same as Ngin)) (d) g(n) is n*)

A 3-ary tree is a tree in which every internal node has exactly 3 children. The number of
leaf nodes in such a tree with & internal nodes will be

fa) 10 (h) 23 (c) 17 (dy 13

The concatenation of two lists 15 to be performed in (1) time. Which of the following
implementations of a list could be used?

(a) Singly linked list (b) Doubly linked list
{c) Circular doubly linked list {(d) Array implementation of list
The correct matching for the following pairs is
(A} All pairs shortest path (1) Greedy
(B} Quick sort i2) Depth-first search
(C} Minimum weight spanning tree {3) Dynamic programming
(D} Connected Components (4)Divide and conguer
(a) A-2, B-4, C-1, D-3 (b) A-3, B4, C-1, D-2
(c) A-3, B-4, C-2, D-1 (d} A-4, B-1,C-2,D-3

Which of the following 15 essential for converting an infix expression to the posths form
efficiently?

fa) An operator stack (b} An operand stack

ic) An operator stack and an operand stack  (d) A parse tree

A binary search tree contains the valves - 1, 2, 3, 4, 5, 6, 7, and 8. The tree is traversed in
prearder and the values are printed out, Which of the following sequences is a valid output?
ia) 53124786 by 533126497
c) 5324167H dy 53124768
Let Tin) be the function defined by

Tily=1.ifn=1

=2T(ln2}) + . for n22

Which of the following statements is trug?

{a) Tin) = O(+n) (b) T(n) = O{n)

{c) Tin) = Oilog n) {d) None of the above

Which of the following need not be a binary tree?

(a) Scarch tree (h) Heap ic) AVL-Tree id) B-Tree

Assume 3 buffer pages are available to sort a file of 105 pages. The cost of sorting using
mM-way Merge sort is
(a) 206 (by 618 (c) B40 idy 926



6.

8.

9.

10.

12.

13

14.

15.

17.

18,

Dty Siructures 217

and

This gives us 6 more possibilities.

Each comparison puts one element in the final sorted array. In the worst case m+n-1 com-
PArisons are Necessary.

It will be one more than the size of the biggest cluster {which is 4) in this case. This 1=
because, assume a search key hashing onto bin X. By linear probing the next location for

searching is bin 9. Then 0, then 1. If all these resulted in a mass, we try at bin 2 and stop as it
15 vacant. This logic may not work if deletion operation is done before the search.

A strictly binary tree with *n” leaves must have (2n—1) nodes. Verify for some small *n’. This
can be proved by the principle of mathematical induction.

If the depth is d, the number of nodes n will be 21411,

So, n+1 = 2" or d = log(nt1) - 1

For example, consider the binary search tree given in Qn.2. The inorder listing will be 1, 4, 5,
6, b0, 11, 12, 30, 1.e. the numbers arranged in ascending order.

The 10 items il, i2, ... i10 may be arranged in a |
binary search tree as in Fig. 9.12. To much 5, the
number of comparison needed is 1; for i2, it 1s 2; for |
i8 118 2; for il ot 15 3, and so0 on. The average is
{1IH2+2)H 34343+ H4+4+4)) 110, i.e., 2.9,

E37} = 37 mod 7 = 2. So, 37 will be put |
in location 2. £{28) = 3. So, 38 will be in third |
location. £(72}) = 2. This results in a collision. |
With linear probing as the collision resolving strat-
egy, the altermate location for 72 will be the loca
tion 4 (i.e. next vacant slot in the current configuration). Continuing this way, the final
configuration will be 98, 5&, 37, 38, 72, 11, 448,

If the search key matches the very first item, with one comparison we can terminate, If it is
second, two comparisons, etc. So, average is (1+2+.. 4n)n, e, (n+])2

Let m > n. Let m/n yield a quotient x and remainder y. S0, m = n*x+y and y < m div 3 is the
quotient when m is divided by 3. So, that many times p is added, before we terminate
recursion by satisfving the end condition Qim, n) = 0, if m < n. Hence the result.

Since the access is sequential, greater the distance, greater will be the access fime. Since all
the files are referenced with equal frequency, overall access time can be reduced by arranging
them as in option {a).
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19. Refer OQn. 15. Since each file 15 referenced with equal frequency and each record in a
particular file can be referenced with equal frequency, average access time will be
{25+ (50+40 )% 50+ 80+ 50)+... W6 = 268 (approximately).

20. By definition of order, there exists constants 1, ©2, nl, nd soch that

Tinl =clx{in), forall n =z nl.
Tin) €£cZxgin), forall n 2 nz.
Let H = maxinl, n2)andC = maxicl,c2). 5o,
Tin) SCxfin) foralln 2N
Tin) =Cxgin) foral pn 2 N

Adding Tin) €sC/2 x {f{nl+gin)]
Without loss of generality, let max (£ (ni, @inl) = £in).
S0, Tin) SC/2 {£inl+ fin)) STx{fin}.

So, orderis £({n), whichismax{(f{n}, gi{n)l, by our assumption.
22. By recursively applying the relation we finally arrive at
T(n=1) = c(n=1} + T (1) = cin=1)+d
So, order is n.
24, The five possible trees are

/K < > H\ /A;

Fig. 9.13

25. Eight possible trees of depth 3. Six possible trees of depth 2. Altogether 14.
3. Using Hoffman's algorithm, code for 2 15 1111 bis 0; o s 210: dis 11105 e is 10.
Average code length
is 4212 + Ix.4 + 3215 + 4x.08 + 2x.25 = 2.15
32, Let us Nind what 15 7043, T(5), Ti6).
T@H =T+ T2 -T(h=3+2-1=4
M)=TNd)+ T3 -N2y=4+3-2=35
Mo)=T5)+T4)-N3)=5+4-3=06
By induction it can be proved that Tin) = n. Hence order is n.
33 Refer On32. Let M) =M2)=T(3) =k (say). Then Td)=k+ k -k =k
TSi=k+k-k=4k
By mathematical induction it can be proved that Tin) = &, a constant.
35, In the worst case it has to check all the 2" possible input combinations, which is exponential,
36, The posifix equivalentis 2 3 * & 5 + -~ For evaluating this using stack, starting from
the left, we have to scan one by one. I it is an operand push. If it 18 an operator, pop it twice,



39,

47.

49,

Data Structures 219

apply the operator on the popped out e¢ntries and push the result onto the stack. If we follow
this, we can find configuration in option (d} is not possible.

Merge-sort combines two given sorted lists into one sorted list. For this problem let the final
sorted order be -a, b, €, d. The two lists (of length two each) should fall into one of the
following 3 categories.

(i) a, band ¢, d (i1} a, cand b, o (i) a, d and b, ¢

The number of comparisons needed in each case will be 2,33, So, average number of
comparisons will be (2 + 3 + 3W3 = 8/3

Here is a better way of doing:

Let list L1 have the items a.c and L2 have the items f.4.

The tree drawn below, depicts the different possible cases. (adh means a is compared with b.
It @ is smaller, the edge will be labeled a. The number within a circle. beside the leal nodes,

is the number of comparisons, needed to reach it.)

[ —

A&l

€] (Ba (@e OL

Fig. 9.14

From the tree, we find there are 6 possible ways. Total number of comparisons needed is
34342424343 = 16. So, average number of comparisons is 16/6 = 8/3.

. The maximum number of companson 15 number of items ® radix = number of digits 1.e.,

Tx 10 x 4 = 280,

Dijkstra’s algorithm solves single source shortest path problem.

Warshall's algorithm finds transitive closure of a given graph.

Prim’s algorithm constructs a minimum cost spanning tree for a given weighted graph.
Third row corresponds to node 3. From 3 to 1. there 15 no path, 5o, the entry (3,1) should be

zero. Since there is a path from 3 to 2 and also from 3 to 3 (Le., 3 — 2 — 3), the third row
should be 0.1.1.

Eccentricity of a given node is the maximum of minimum path from other nodes to the given
node.

Cost of minimum path from | w 5is 7
Cost of minimum path from 2 to 5 is 6
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Cost of minimum path from 3 o 5 is 4

Cost of minimum path from 4 0 5 is 7

Since the maximum 15 7, eccentricity of node 5 is 7.
Refer Omn.44,

Find e¢ccentricity of all nodes,

Eccentricity of node 1 is o

Eccentnicity of node 2 15 6

Eccemri-:iiy of node 3 15 #

Eccentricity of node 4 15 5

Eccentricity of node 5 15 7

Center of a graph is the node with minimum eccentricity.

Total pumber of possible permutations for the previous problem is 5. For the tour entries
a,b,c,d the possibilities are a, followed by permutations of a, b, c which is 5. b,
followed by permutations of a, ¢, d, which is 5. The other possibilities are ©, b, a, 4
c,d,b,a ; c,b,d,a ; 4,c.,b,a. Totally 14.

Conventional way needs a storage of m = n.

In the case of linked list implementation of sparse matrices, storage needed will be
m + 3 » (the number of non-zero entries).

Only in case (¢}, both the methods need the same storage of 30,

The tree whose preorder traversal vields * + A B | .

= Dy is given in Fig. 9.15, Write the post-order '

traversal of the tree. That is the post-fix form.

Let there be “n' items to be searched, Afier the first
search the hist 15 divided into two, each of length
n/2. After the next search, 2 lists, each of length n/4
and so on. This successive division has to stop when Fig. 9.15

the length of Lst becomes 1. Let it happen after &

steps. After the & steps, nf2* = 1, Solving, n = 2*. Hence the order is log(n).

Load factor is the ratio of number of records that are currently present and the total number
of records that can be present. If the load factor is less, free space will be more. This means
probability of collision is less. So, the search time will be less.

It the new record hashes onto one of the six locations 7, 8, 9, 10, 1 or 2, the location 2 will
receive the new record. The probability is 6710 (as 10 15 the total possible number of loca-
fions).

You can verifv that the 1st, 3nd, 5th, 7th.. probes check at location 5.

The 2nd, 6th, [0th...probes check at location K.

The 4th, 8th, 12th...probes check at location 4.

The rest of the address space will never be probed.

A B8 [ L]
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64. If there is only one record, then the probability of a collision will be 1/100. If 2, then 2/100
etc., If 9 then 9100, So, the required probability is 1 + 2 + 3 ... W00 = 0.43.

» IFthe (1, 3) entry in M* is 2, it means there are 2 paths of length 3, connecting nodes 1 and 3.
If you see the graph in option (a). there are 2 paths connecting 1 and 3, {1 -+ 2 — 3 — 3 and
| = 3 = 3 = 3,

70, In breadth first traversal the nodes are searched level by level. Starting with vertex A, the
only next choice is B. Then C, then 1 and lastly 2. Comparing with ABCDE, option (a) is the
cOrrect answer.

71. In the depth first traversal, we go as deep as possible before we backtrack and look for
alternate branches. Here it yields ABCZ1. 5o, labels of nodes 1 and 2 should be E and D
respectively.

73. In topological sorting we have to list out all the nodes in such a way that whenever there is an
edge connecting £ and 1, i should precede 7 in the listing. For some graphs, this is not at
all possible, for some this can be done in more than one way. Option (d) is the only correct
answer for this question.

[

=

74. Strong component of a given graph is the maximal set of vertices such that for any two
vertices i, j in the set, there is a path connecting i to j. Obviously vertex “d’ can’t be in the
maximal set {as no vertex can be reached starting from vertex ). The correct answer is
option (d).

75. Use Prim’s algorithm or Kruskal's algorithm and verify the result.

78. Each comparison will append one item to the existing merge list. In the worst case one needs
m + n - 1 comparisons which is of order m+n.

79. It can be proved by induction that a strictly binary tree with “n° leaf nodes will have a total of
2n — 1 nodes. So, number of non-leaf nodes is (Zn—<1)-n = n-1.

82. Recursive programs take more time than the equivalent non-recursive version and so not
efficient. This is because of the function call overhead.

[n binary search. since every time the current list is probed at the middle, random access is
preferred. Since linked hist does not support random access, binary search implemented this
way is inefficient.

83. The 5 binary trees are

: :
| A A -;u A C

B B B B

|

I

| c c B c c A g

S —

Fig. 9.16

92, Blocking factor is the pumber of logical records that is packed to one physical record. Here
in every 3 inch, there should be 2 inch of information. Hence 2 x 10 = 20 logical records.
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In the best case quick sort algorithm makes mlog(a) comparisons. So MK = log( 100{) =
Q000 comparisons, which takes 100 sec. To sort 100 names a minimum of 100 {log 100} =
600 comparisons are needed. This takes 100 x 60090 = 6.7 sec.

For sorting 200 names bubble sort makes 200 x 19972 = 19900 comparisons. The time
needed for | comparison 15 200 sec (approximately). In B sec it can make 80,000 compari-
sons, We have to find n, such that n{n-1)2 = 80,000. Solving, n is approximately 400,

Let the first element be the pivot element alwayvs, The best way is the one that splits the list
inte two equal parts each time. This is possible if the pivot element is the median, Consider
the given set of names or the equivalent set 1, 2, 3, 4, 5, 6, 7. Four 15 the median and hence
should be the pivot element. Since the first element is the pivot element, 4 should be the first
element. After the first pass, 4 will be put in the correct place and we are lefi with two sub
lists 1. 2, 3 and 5, 6. 7. Since 2 is the median of 1, 2, 3 the list should be rearranged as 2, 1,
dor 2, 3, 1. For similar reasons 5, 6, 7 should be rearranged as 6, 5, Tor 6, 7. 3.
Immediately after visiting a node, append it to the quene. After visiting all its children, the
node currently in the head of the queue is deleted. This process 15 recursively carmed out on
the current head of the gueue, till the queue becomes empty.

The corresponding expression is - (-a~b)+e!. This is 1 if a=-b and & is either 1 or 0,
since 1!=0!=1.

100. Probability for the first record not colliding is xfx.

110.

112,

116.

Probability for the second record not colliding is x - Lix.

{This is because one place is already occupied. So, favorable nomber of cases is x-1).
Probability for the third record not colliding is x - 2/x.

Probability for the {m-l}'h record not colliding is x = (m-2)x.

Now the next (m™ record is resulting in a collision. Out of the r places, it should hash 1o
one of the {m-1) places already, filled. So probability is (m-1)x. The required probability is
(xfx) {x — Ux) (x = Xx) ... (x = (m = 2)x) (m - Lix)

In a regular graph, all the vertices will be of the same degree. Total degrees of all the vertices
is nd. Each edge will be increasing the total degree by 2. So, totally ndi2 edges.

It can be proved by induction that any 3-ary tree with n internal nodes will have exactly
2{n=1) + 3 leaf nodes. In this gquestion # is 6.

The tree for option (d) is:

SN

2

For the other options it is impossible to construct a binary search tree having the listed
preorder.



